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ABSTRACT
With the booming of online mobile games (OMGs), game opera-
tors need to provide high-quality game service for users. Using
relay has become the de factor approach for game streaming to-
day, because it is easy to use (e.g., game sessions can be redirected
via CDN servers) and has good scalability. Today, it has become
the norm rather than the exception for game operators to hire
CDN servers for their game services in a pay-per-use manner to
servemassive users. Given the limited resource, selecting game ses-
sions which are relayed has become a critical decision that can sig-
nificantly affect users’ quality of experience (QoE). Conventional
strategies are generally rule-based, e.g., assigning game sessions
to relay paths according to their past network performance, but
cannot guarantee any particular QoE level because network perfor-
mance dynamically changes. In this paper, we propose using data-
driven approach to study network performance of game sessions
in temporal and spatial patterns. Our findings indicate that there
is obvious regularity for network performance of game sessions
in temporal and spatial patterns. We design a machine learning-
based predictive model to capture the quality of a game session
given particular network performance metrics. Based on that, we
strategically assign game sessions to relay paths to maximize the
overall QoE. Trace-driven experiments are used to demonstrate the
effectiveness and efficiency of our design.
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1 INTRODUCTION
With the integration of mobile internet and online games, online
mobile games (OMGs) have become one of themost importantmul-
timedia entertainment services on the internet. It is reported that
mobile games, as of 2019, have occupied 45% of the global gaming
market[24] with the emergence of a large number ofMOBAmobile
games, including Honor of Kings1, Contra2, CrossFire3, etc. The
increasing popularity of OMGs brings about steep rise in online
users. Compared with other multimedia services, e.g.,video and au-
dio, OMGs require frequent interaction which makes them more
sensitive to network conditions such as delay, packet loss, and jit-
ter. To satisfy the massive users around the world, game operators
deploy relay service, which provides users with better network per-
formance to interact with game servers.

Although relay service proves to be an effective solution to im-
prove network performance in OMGs streaming, it remains a crit-
ical problem how to efficiently allocate network resources under
such paradigm, i.e., decisions on which game sessions should be
relayed can significantly influence the level of Quality of Expe-
rience(QoE). An efficient assignment strategy can maximize the
overall user experience in game service.

Conventional relay selection strategies[1, 27, 38], which aremostly
rule-based, generally cannot dynamically select game sessions from
the overall perspective. The reasons are as follows:

First, rule-based selection strategies fail to analyze users’ net-
work performance from the overall perspective. Under this sce-
nario, game operators usually learn the rules from historical data,
which would neglect the dynamic variability of network perfor-
mance.

Second, a complex relationship betweenQuality of Service(QoS)
and QoE has been demonstrated in previous studies[21, 22]. On
one hand, there is interdependence among QoS metrics, e.g., loss
rate and jitter rise when delay increases. On the other hand, con-
text factors including static factors (e.g., AS, DeviceType, AP, Bases-
tation) and temporal factors (e.g., slack hours, busy hours) can in-
directly impact on QoS and QoE factors.

1http://pvp.qq.com
2https://hdl.qq.com
3http://cfm.qq.com
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To address these problems, we propose a data-driven relay se-
lection strategy. First, we propose a relay system architecture in
which distributed CDN severs are taken as relay nodes. Then, we
design a prediction model, which can accurately determine a game
session quality with both QoS factors and context factors taken
into account. Finally, we formulate the relay selection as an op-
timization problem maximizes the overall user experience in the
relay service paradigm. Our contributions can be summarized as
follows:
▷ We use a large-scale dataset from the most popular mobile

game, Honor of Kings, covering over 120 million session traces
which consist of more than 30 million users engaging in 25 mil-
lion PvP combats. We analyze network performance of game ses-
sions from temporal and spatial patterns. We observe that the oc-
currence of poor network presents chronical continuity and spatial
extension at the AP/basestation level.
▷ With limited resources, we formulate the problem of relay

selection as an optimization problem, and design a reinforcement
learning-based algorithm to solve it. In our algorithm, we respec-
tively calculate the benefits of relay or not in each game session.
Game sessionswith the highest quality improvementwhen relayed
will be redirected to connect via CDN servers.
▷We deploy trace-driven experiment to verify the effectiveness

of our design. In particular, we configure the simulation environ-
ment based on parameters in our dataset. Compared with conven-
tional approaches, our design can significantly improve the net-
work performance of OMGs up to 30%.

The rest of the paper is organized as follows. Sec.2 surveys re-
lated work. Sec.3 presents measurement result in both temporal
and spatial patterns. In Sec.4, we design game quality prediction
model and propose relay strategy. We evaluate our performance
of our design in Sec.5. Finally, we conclude the paper in Sec.6.

2 RELATEDWORK
Applications of relay can potentially improve the quality of ser-
vice (QoS) in multimedia services, and have been commonly used
to provide various networking services[13, 15, 16, 36, 37]. The net-
work performance could be improved significantly if a relay ses-
sion is selected appropriately[20, 33]. Jiang et al.[20] propose to use
predictive model to select a subset of telephone calls to be relayed
using the relay network. Zhang et al.[36] design a two-phase ap-
proach to achieve efficient and accurate relay selection in peer-to-
peer networks. Pang et al. [25] employ edge devices in the network
as relays to improve the quality in crowdsourced live streaming. A
problem in the mobile game streaming scenario is how to improve
the game quality using relay paradigm. The limitation of conven-
tional rule-based strategies is that they fail to consider complexity
and dynamics of network, e.g., selecting relayed game sessions ac-
cording to their past network performance metrics.

Quality of Experience (QoE) is a concept that involves subjec-
tively perceived quality[19]. QoE indicates how users perceive the
overall value of a service. Several research efforts have been de-
voted to understanding users’ QoE in multimedia service, such as
video and audio[7, 11, 23, 30, 34]. Traditional approach of measur-
ing QoE isMeanOpinion Score(MOS)[34, 35]. Mok et al.[23] utilize

MOS to express QoE and perform subjective experiments to evalu-
ate how QoS correlates with QoE. Song et al.[31] design a service
quality assessment framework named Q-score, that captured QoE
in a timely fashion using offline learning and online computation.
The above works generally used QoS factors and users’ subjective
feedback to infer users’ QoE. Recently, the measurement of QoE
have switched from the subjective method to objective ones[3, 18].
Themetric of objective approach is based user’s engagement inmul-
timedia service[9, 10, 10, 14], e.g., watching time indicates the en-
gagement of user in online video service[2], while call duration
is regarded as user’s satisfaction in VoIP service[8]. All of these
objective metrics are based on the assumption that the higher the
user experience, the longer the user will immerse in multimedia
service. However, previous works[17, 21, 22] have demonstrated
that user’s behavior cannot be used to directly measure QoE in
OMGs.

Appropriate QoEmetric is the key to performing effectiveOMGs
service. Previous effort research in game experience still use MOS
approach[4–6, 12, 28, 29]. However, QoE in OMGs service is dy-
namically determined by game session quality. In our study, we
propose to use game session quality as user experience in game
streaming.

3 DATASET AND MEASUREMENT
In this section, we first give a brief introduction of OMGs. Then,
we present our data collection and dataset. Finally, we describe
measurement studies conducted to discover network performance
in temporal and spatial patterns.

time

Downloading Logging in Matching PvP playing Uploading

Lag

Game session
States

Events
Network 

connection established
Game started Game over/

User exit

time

Figure 1: An illustration of a game session life and associated
with client-side events.

3.1 Background and Data Collection
3.1.1 Background. As shown in Fig. 1, in a game session, the client-
side experience downloading updated files, logging in, matching
with other players, PvP (Player versus Player) playing, and upload-
ing records.The active network probing continues inmatching and
PvP process. Meanwhile, using the SDK embedded in the game, we
can collect rich information on client-side and report the records
when the game session is over. Actually, the game users interact
with is a series of frames rendered on screen. The client-side syn-
chronize the user operations to the game server via Internet in
real time, and then render the screen based on the instructions
returned by game server as well as frame rate settings on client-
side. During PvP process, game server periodically instructs to all
sessions belonging to the same PvP so that all matched players can
play game together. If the network or mobile phone’s performance
goes down, there will be a temporary ”freeze” in rendering, which
is called lag in games. Regardless of game genres and user skills,
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the user will have a bad experience when he encounters the game
lag.

3.1.2 Data Collection. Our dataset is collected fromHonour of Kings,
the most popular mobile game created by Tencent. There are more
than 500 million session traces in one day, limited by computing
power, we randomly sample 120million session traces, which con-
sist of over 30 million users engaging 25 million PvP combats on
September 11, 2017. The details of session traces from Honour of
Kings are follows.

Network performance metrics: The client-side periodically sends
probing packets to detect the round-trip time (RTT) experienced
by users. Specifically, the probing periods in matching and PvP
processes are 3s and 5s, respectively. Utilizing these RTTs, we can
measure network performance from the following nine aspects in
a session: delay, jitter, loss rate, jump ratio, 𝑅1000 (Ratio of delay
between 0ms and 100ms), 𝑅200100 (Ratio of delay between 100ms
and 200ms),𝑅300200 (Ratio of delay between 200ms and 300ms),𝑅460300
(Ratio of delay between 300ms and 460ms), 𝑅∞460 (Ratio of delay
greater than 460ms).

Network access information: In each trace, the client-side is asso-
ciated with the following network access information: Internet Ser-
vice Provider (ISP), Autonomous System (AS), Access Point (AP)
and basestation.

Client-side information: Each trace contains the following client-
side information: (1) Game session quality, we calculate the frac-
tion of delayed frames in all rendering frames as lag ratio, which is
used to capture the quality in a game session. (2) Device informa-
tion, including device type (e.g., Apple, Huawei etc). During PvP
process, we further detect the battery level, CPU and memory us-
age in 5s cycles. (3) Temporal information, including time of day
(e.g., slack hours, busy hours).

In our dataset, each trace records the above information. Among
them, we use game session quality as user’s experience metric in
OMGs service. In term of context factors, network access informa-
tion, device information and temporal information are considered,
which will be discussed in Sec.5.1.2.

3.2 Measurement
Based on the collected traces, we can utilize the dataset to mine
the network performance in temporal and spatial patterns. To this
end, we first present the access mode in OMGs service.

3.2.1 Access Mode Analysis. As last-mile in mobile game stream-
ing, the network performance between AP/basestation and client
is a key factor impacting user experience[26, 32]. Understanding
network performance from the view of AP/basestation is the first
step towards designing relay strategies. In our dataset, 60% (40%)
of game sessions are connected via AP (basestation), including over
22 million APs and 10 million basestations. We measure the asso-
ciated game session counts of each AP/basestation, and observe
that there are more than 80% (70%) of APs (basestations), which
are associated with less than 5 game sessions. This phenomenon
indicates that the access mode of game sessions are uniformly dis-
tributed.

To study the impact of network performance in online game
streaming, we define poor network rate of game sessions. First,

when the network performance of a game session meets any of
the following conditions: delay ≥ 200ms, jitter ≥ 100ms and loss
rate ≥ 0.1, we categorize it as poor network session. And then, we
calculate the fraction of poor network sessions in a set of game
sessions as Poor Network Rate (PNR).

3.2.2 Network Performance in Temporal Patterns. In this section,
we describe measurement studies conducted to discover network
performance in temporal patterns. To ensure the rationality of statis-
tic, we choose theAPs/basestations, which are associatedwith over
5 game sessions in our dataset. Fig. 2 (a) and (b) respectively plot
the cumulative distribution functions (CDF) of poor network du-
ration in scenario of AP and basestation. We observe that poor
network duration of AP and basestation is long-tail distribution.
For example, less than 30% (40%) of APs (basestations) continue
to suffer poor network for above 100mins (200mins), while more
than 60% of APs and basestations sustain poor network for below
10mins. These results indicates that conventional rule-based relay
strategies fail to capture the dynamics of network, we need to se-
lect relayed sessions based on active probing in real time.
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Figure 2: CDF of poor network duration.
Inmatching and PvP processes, the client-side periodically sends

probing packets to detect network performance, including direct
and relay path. Since 80% of game sessions have durations between
10 ∼ 30minutes[22], wemeasure the difference of network perfor-
mancemetrics betweenmatching and PvP process, as shown in Fig.
3. We observe that network performance metrics are slightly dif-
ferent in matching and PvP processes, e.g., there are 90% of game
sessions whose absolute value of difference in delay distribution
(delay) is less than 0.1 (50ms).The above observations indicate that
we could respectively estimate the game qualities via direct and re-
lay path using network performance metrics in matching process,
based on game quality prediction model which will be described
in Sec.4.3.
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Figure 3: CDF of network performance difference between
matching and PvP process.
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3.2.3 Network Performance in Spatial Patterns. We now analyze
network performance in spatial patterns. We conduct this analysis
by calculating the PNR of each AP/basestation, which is associated
with over 5 game sessions in our dataset. Fig. 4 (a) and (b) respec-
tively show the PNR of APs and basestations ranked in descend-
ing order. We observe that the PNR of APs is uniform distributed,
while the PNR of basestations is long-tail distributed, e.g., 90% of
basestations have PNR of less than 20%. This phenomenon indi-
cates that network performance differs in spatial patterns, and we
need to perform relay selection from global perspective.
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Figure 4: PNR of APs and basestations ranked in descending
order.

3.2.4 Analysis Result. The key observations from this section are:
• Wide-area distribution for game sessions, e.g., there are over
30 million APs and basestations associated with game ses-
sions in one day.
• Game sessions suffering from poor networks performance
are spread spatially and temporally.

These observations motivate the need for a relay network that
provides better paths with a global view of game sessions, and the
need to choose relayed sessions selectively and dynamically.

4 GAME QUALITY-AWARE RELAY STRATEGY
In this section, we design a relay strategy for OMGs. We use geo-
graphically distributed CDN servers to deploy relay service and a
centralized control method to select which games sessions to relay.

We first present a relay architecture and define the problem.
Then, we design a data-driven game quality prediction model. Fi-
nally, we propose a relay selection strategy which is based on re-
inforcement learning.

4.1 Relay System Architecture
Fig. 5 plots a schematic illustration of the relay system architec-
ture for OMGs. The relay service uses CDN servers distributed
in different geographic locations, such as Alibaba Cloud, Tencent
Cloud, China Cache, etc., as relay nodes. Connected through a
high-bandwidth network, these relay nodes show the character-
istics of broader bandwidth and lower delay, which enable them
to significantly improve network performance.

All data in a game session are transmitted through the estab-
lished path, which is either “direct path” shown by blue arrow or
“relay path” shown by red arrow.The connection of each game ses-
sion will first “pass” the intercity route built by ISP operators.Then
the paths between clients and relay nodes are determined by BGP.

Client 1

Client 2

BaseStation

AP

Server 1

Server 2

Server  3

Server 4

Router 1
Router 2

Game Server

Control Server

BGP

relay  path

direct
path

Figure 5: Relay architecture with relay nodes at globally dis-
tributed servers. A game session can either take “direct path”
(blue arrow) or a “relay path” (red arrow).

In each game session, client-side periodically sends probing pack-
ets to the game server through “direct path” or “relay path” in the
matching process, and collects network performance metrics in-
cluding delay, then reports to the control server. Based on the in-
formation uploaded from client, model and restrictions (e.g., band-
width, server load, etc.), the control server will determine whether
the session is connected through “direct path” or “relay path” and
which relay nodes are involved in the connection. In addition, the
control server needs to conduct real-time monitoring on all relay
nodes in order to keep informed their state (e.g., bandwidth, load,
etc.). To avoid over-limit load of control server, we can apply for
multiple control instances. The specific method is discussed in Sec.
4.4.

4.2 Problem Statement
The problem scenario is to assign a “direct path” or “relay path”
to each game session. We use the symbol 𝑆 to represent the set
of game sessions that need to be assigned, and the symbol 𝐶 to
represent the set of options ( “direct path” and “relay path”). Cor-
respondingly, 𝑠 ∈ 𝑆 and 𝑐 ∈ 𝐶 represent a game session and a path
respectively. 𝑄 (𝑠, 𝑐) is represented for the expected game quality
when option 𝑐 is selected for session 𝑠 , the game quality model will
be discussed in Sec. 4.3. Since we use the lag ratio of a game session
as game quality metric, the smaller value of 𝑄 (𝑠, 𝑐) means the bet-
ter user experience. In our study, we assume that the path options
of each session in set 𝑆 are mutually independent, i.e., the perfor-
mance of each session will not be affected whether other sessions
are relayed or not.

The purpose of designing relay strategy is to assign connection
paths for 𝑠 ∈ 𝑆 . We use 𝐹 : 𝑆 → 𝐶 to indicate the allocation
rules output by the algorithm and 𝐹 (𝑆) to indicate the connection
path assigned to 𝑠 ∈ 𝑆 . Our optimization goal is to find an optimal
allocation rule, as shown in the following formula:

𝑎𝑟𝑔 𝑚𝑖𝑛
𝐹 ∈𝐶𝑆

∑
𝑠∈𝑆

𝑄 (𝑠, 𝐹 (𝑠)) (1)

Therefore, this problem is actually an optimizationwith themin-
imum objective, which is using algorithm to find the optimal solu-
tion in the solution space.

4.3 GameQuality Prediction Model
From a high-level overview, game quality can be formulated as
the function of network performance metrics, i.e., 𝐿𝑎𝑔 𝑟𝑎𝑡𝑖𝑜 =
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𝑓 (𝑀𝑒𝑡𝑟𝑖𝑐𝑖 ). 𝐿𝑎𝑔 𝑟𝑎𝑡𝑖𝑜 denotes the measurement of game quality
and 𝑀𝑒𝑡𝑟𝑖𝑐𝑖 denotes the network performance metric, e.g., delay,
loss rate, jump ratio, etc. There are two core requirements for de-
signing a model which can predict game quality. 1) The function
relationship 𝑓 needs to meet the requirements of accuracy, effi-
ciency and interpretability, so that game operators can accurately
measure the game quality in real time. 2)The model should enable
dynamic learning and provide guidance for relaymechanism.How-
ever, multiple challenges exist in meeting these requirements:
• Complex relationships: Previous researchwork[22] found that
the relationship between network performance and game
quality was rather complicated. For example, there is non-
monotonicity between delay and lag ratio, for longer delay
will cause serious packet loss in data transmission which
will reduce the number of new rendered frames. Simultane-
ously, when jitter is below 250ms, there is an obvious pos-
itive linear correlation between jitter and lag ratio. When
jitter exceeds 250ms, the lag ratio drops rapidly.
• Interaction between network performance metrics: Network
performance metrics are interdependent and influential to
each other, e.g., longer delay will lead to the increase of
packet loss rate.
• Impact of context factors: Implicit context factors also have
impacts on network performance and game quality, directly
or indirectly, such as temporal factors (e.g., slack or busy),
access factors (e.g., AS, AP, Basestation, etc.), device factors
(e.g., device type, operating system, etc.).

Quality of Service
e.g., delay, loss rate

Quality of Game
e.g., lag ratio

Machine Learning Model
e.g.,Linear Regression,

GBDT regression

Context Factors
e.g., Information Gain

Optimization of Multi-Models
e.g., combination of models

Figure 6: High-level roadmap of design game quality predic-
tion model.

To capture above challenges, we design a game quality predic-
tion model. Fig. 6 shows the road map of our approach. We first
build a basic prediction model using a typical machine learning
algorithm, then extract context factors that affect network perfor-
mance metrics and game quality. After determining the implicit
context factors, we optimize the game quality prediction model.
The specific solutions are as follows:
• Solve complex relationships and interdependencies among fac-
tors:We employ machine learning algorithm as a functional
mapping between network performance metrics and game
quality. In choosing the machine learning algorithm, we fol-
low three requirements. 1) It can solve the interdependence
problem between various network performancemetrics, which
algorithms that hold independent assumption fail to solve.
2) It can deal with the nonlinear relationship between net-
work performance metrics and game quality, which the con-
ventional linear regression algorithms fail to solve the prob-
lem. 3) It has the characteristics of accuracy, efficiency and

interpretability, which overwhelmingly complex and unprac-
tical algorithms, such as deep learning algorithms, fail to
present. We evaluate candidate models in Sec. 5.1.1.
• Identify important context factors: Dynamic context factors,
such as CPU usage rate, memory usage rate and power con-
sumption, have impacts on network performance metrics
and game quality. We first classify context factors from the
perspective of time attributes, connection attributes and de-
vice attributes, then use the relative information entropy to
analyze their impact.This part will be discussed in Sec. 5.1.2.

4.4 Relay Strategy
In this paper, the relay strategy we proposed is based on the as-
sumption that there’s slightly difference of network performance
metrics in matching and PvP process. The measurements in Sec.
3.2.2 also testify the validity of this assumption. Therefore, we can
usemetrics collected duringmatching process to estimate the game
quality. Since network performance metrics in both direct and re-
lay path are actively probed in parallel by client-side during the
matching process of each game session, game quality under the
both paths can be predicted respectively.

As to achieve our goal of finding an optimal assignment rule,
there are two optional solutions:

1) Data-based prediction: After collecting data that uploaded from
client-side and conducting analysis andmodeling, we usemachine-
learning algorithm to predict game qualities in different connec-
tion paths. Then we choose the path that leads to the best game
quality.

2) Search solution space:We calculate the game quality of each ses-
sion in the set 𝑆 , i.e., collection of sessions to be assigned, under
each scenario of path selection. Then we search the assignment
rule 𝐹 that validates formula (1);

However, it’s difficult to derive the optimal allocation rule from
the above solutions. First, using data-based prediction approach,
we need to collect data, train model and predict game quality ev-
ery tens of minutes. According to our measurement and analysis
result in Sec.3.2, network performance shows dynamic variability
in temporal and spatial patterns. The model trained tens of min-
utes ago may not adaptable to the current network condition. Sec-
ond, using search-based solution space approach, we need to tra-
verse all the options of each unassigned game session. Although
the optimal allocation rule may be found, the process results in a
huge search space with |𝑆 | game sessions and |𝑅 | options produc-
ing Θ( |𝑅 | |𝑆 |)allocation rules, which seriously affects the efficiency
of decision-making. Thus, data-based prediction and search-based
detection both have shortcomings with the former one leads to in-
accurate assignment and the latter one will lower the efficiency of
decision-making.

In this paper, we proposed an approach that combines predic-
tion and exploration-exploitation. Fig. 7 illustrates the process of
relay selection strategy and Algorithm 1 demonstrates its pseudo
code. The detailed logic is as follows:

1. Obtain the latest trained game quality prediction model 𝑃𝑟𝑒𝑑 ,
exploration probability 𝜖 , threshold 𝜂;

2. Initialize assigned strategy 𝐹 as null;
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Data Collection、
Analysis、
Modeling

Second Step：
Model Loading

Third Step：
Select Part of Sessions 

Based on Model 
Predicting Results

Fourth Step (a)：
Select Option with Uniform

Distribution Probability

Fourth Step (b)：
Explore Option

Pruning Based on Model Predicting Results 

Relay Selection

First Step：Data Uploading
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Figure 7: Overview of relay selection that combines predic-
tion and exploration-exploitation.

Algorithm 1 Relay Selection Algorithm
Require: Set of game sessions 𝑆 to be assigned to relaying options

𝐶 , exploration probability 𝜖 and threshold 𝜂
Ensure: Assignment 𝐹
1: procedure RelaySelection(𝑆,𝐶, 𝜖, 𝜂)
2: 𝐹 ← ∅
3: for 𝑠 ∈ 𝑆 do
4: 𝐷𝑖 𝑓 𝑓 ←| 𝑃𝑟𝑒𝑑𝑑𝑖𝑟𝑒𝑐𝑡 (𝑠) − 𝑃𝑟𝑒𝑑𝑟𝑒𝑙𝑎𝑦 (𝑠) |
5: if 𝐷𝑖 𝑓 𝑓 ≥ 𝜂 then
6: 𝐹 (𝑠) ← 𝑎𝑟𝑔 𝑚𝑖𝑛

𝑓 ∈{𝑑𝑖𝑟𝑒𝑐𝑡,𝑟𝑒𝑙𝑎𝑦 } 𝑃𝑟𝑒𝑑𝑓 (𝑠)
7: else
8: if 𝑅𝑎𝑛𝑑𝑜𝑚𝐹𝑙𝑜𝑎𝑡 (0, 1) ≤ 𝜖 then
9: 𝑐 ← ExploRe(𝑠,𝐶, 𝐹, 𝑃𝑟𝑒𝑑)
10: 𝐹 (𝑠) ← 𝑐
11: else
12: 𝐹 (𝑠) ← 𝑅𝑎𝑛𝑑𝑜𝑚(𝐶)
13: end if
14: end if
15: end for
16: return 𝐹
17: end procedure

3. For each session in set 𝑆 , we respectively calculate game qual-
ity under each option (direct or relay) and then calculate the
difference 𝐷𝑖 𝑓 𝑓 between the two options;

4. When the value of𝐷𝑖 𝑓 𝑓 exceeds the pruning threshold 𝜂, we as-
sign the game session 𝑠 with the path, which makes the smallest
value of 𝑃𝑟𝑒𝑑 ;

5. When the value of 𝐷𝑖 𝑓 𝑓 is under the pruning threshold 𝜂, we
employ 𝜖-Greedy Algorithm, using the probability of 𝜖 to con-
duct exploration, the pseudo code of which is demonstrated in
Algorithm 2, and the probability of 1 − 𝜖 to conduct random
assignment.

In the whole process, the game quality model is built in a certain
time cycle, i.e. usually 30−60mins, while data uploading and relay
selection are carried out in real time.

Prediction-based pruning: We narrow the search space of explo-
ration algorithm according to prediction results to improve deci-
sion efficiency.We first define the threshold 𝜂. If the absolute value
of the difference between game qualities in the two options ex-
ceeds the threshold 𝜂, we choose the connection path that leads to

Algorithm 2 Exploration Algorithm of Relay Selection using
UCB1
Require: A game session 𝑠 to be assigned, relaying options 𝐶 , a

relay assignment 𝐹 and game quality model 𝑃𝑟𝑒𝑑
Ensure: Assignment of game session 𝑠
1: function ExploRe(𝑠,𝐶, 𝐹, 𝑃𝑟𝑒𝑑)
2: ucbmin ←∞; 𝑐𝑏𝑒𝑠𝑡 ← 𝑛𝑢𝑙𝑙
3: 𝑤 ← 1

|𝐶 |
∑
𝑐∈𝐶 (𝑃𝑟𝑒𝑑𝑐 (𝑠))

4: 𝑇 ←| 𝐶 | +1
5: for 𝑐 ∈ 𝐶 do
6: 𝑆𝑐 ← {𝑠 ′ | 𝐹 (𝑠 ′) = 𝑐}
7: ucb← 1

𝑤 |𝑆𝑐 |
∑
𝑠′∈𝑆𝑐 𝑃𝑟𝑒𝑑𝑐 (𝑠) −

√
0.1 log𝑇
|𝑆𝑐 |

8: if ucb < ucbmin then
9: 𝑐𝑏𝑒𝑠𝑡 ← 𝑐
10: ucbmin ← ucb
11: end if
12: end for
13: return 𝑐𝑏𝑒𝑠𝑡
14: end function

lower prediction result. If the absolute value is less than the thresh-
old𝜂, we conduct reinforcement learning-based algorithm to select
the optimal path.

Exploration-exploitation-based selection algorithm: We formula
the selection of session paths as a “maximum single-step reward”
problem with set 𝐶 as the collection of “actions” and game qual-
ity under every selection as “reward”. Given the dynamic changes
of game quality related to each session, we employ exploration-
exploitation approach in this paper. Exploration is carried out us-
ing Upper Confidence Bound Algorithm (UCB1), with the proba-
bility of 𝜖 , to select the paths of partial game sessions. As to the
paths of the rest game sessions, we conduct exploitation via ran-
dom algorithmwith the probability of 1−𝜖 . Algorithm 2 illustrates
the pseudo code of exploration-exploitation algorithm.

Resource restrictions: In a real system environment, only a cer-
tain percentage of game sessions can be relayed, e.g., 10%, since the
limited sever and bandwidth resources. Under these constraints,
we can choose to relay the game sessions that best improve game
quality, e.g., top 10% game sessions.

5 EVALUATION
In this section, we conduct experiments using traces fromour dataset
to verify our design and evaluate its performance.

We first compare accuracies of several typical machine learning
algorithms and choose the optimal one. Then, we optimize game
quality prediction model after identifying important context fac-
tors. Finally, we evaluate the efficiency of our design.

5.1 Quality Model Prediction
5.1.1 Model Accuracy. We cast the problem of modeling the rela-
tionship between network performance metrics and game quality
as a continuous regression problem. In this game quality predic-
tion, we first compare six classical machine learning algorithms
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that are widely used in real-world systems, to evaluate the per-
formance of the different algorithms. The machine learning algo-
rithms tested are the Linear Regression (LR), Classification And Re-
gression Tree (CART), Support Vector Machine (SVM), Random Forest,
Adaboost and Gradient Boosted Decision Tree (GBDT), and we eval-
uate these algorithms from the following performance indicators,
Mean Absolute Error(MAE), Mean Square Error(MSE), Root Mean
Square Error(RMSE), Correlation Coefficient(Correlation). Based on
the dataset used in themeasurement part, we perform 10-fold cross
validation and summarize the performance of the different algo-
rithms in table 1. From table 1, we can see that theGradient Boosted
Decision Tree (GBDT) algorithm achieves better performance.Mean-
while, GBDT is sufficiently expressive to capture the complex rela-
tionships. We further use the GBDT to predict the game quality in
a session.

Table 1: Prediction results.

Regression Algorithm MAE MSE RMSE Correlation
LR 0.051 0.015 0.123 0.478

CART 0.063 0.029 0.171 0.308
SVM 0.118 0.025 0.159 0.116

Random Forest 0.051 0.013 0.117 0.555
Adaboost 0.107 0.020 0.141 0.493
GBDT 0.045 0.012 0.110 0.612

5.1.2 Context Factors Analysis. We identify the following three
categories of context factors from our dataset:
• Temporal factors:This refers to time of day of game sessions
(e.g., 00 : 00∼09 : 59, 10 : 00∼17 : 59, 18 : 00∼23 : 59).
• Access factors:This includes the following factors associated
with a game session, Autonomous System (AS, e.g., Beijing
Telecom, Guangdong Unicom etc), wireless type (wifi or cel-
lular), AP and basestation.
• Device factors:This refers tomobile phonemodel (e.g., iphone,
huawei etc).

We use information gain analysis to identify the hidden relation-
ships between context factors and network performance metrics
and game quality. Table 2 presents the information gain between
each factor with respect to the nine network performance metrics
and game quality. In our study, we make the context factors whose
relative information gains are more than 5% as significant factors.

Our observations are as follows: (1) The main context factors
are AP, basestation and AS. (2) Our results also reconfirm prior ob-
servations that APs and basestations significantly impact network
performance and game quality in OMGs.

5.1.3 Optimization of Multi-Models. To incorporate the context
factors into the prediction model, we propose the following two
candidate approaches:
• Add context factors as new features: The simplest approach
is to add the key context factors as additional features to
the machine learning algorithm and retrain the prediction
model.

Table 2: Relative information gain(%) between different con-
text factors and network performance metrics and game
quality.

Quality Metrics AS Wireless type Time of day Device type AP Basestation
Delay 5.23 2.99 0.04 3.75 96.99 83.67
Jitter 1.46 2.32 0.07 3.78 97.08 83.34

Jump ratio 1.31 1.06 0.16 2.61 96.79 79.66
Loss rate 1.72 2.82 0.23 3.51 96.70 81.32
𝑅1000 3.32 2.07 0.05 2.96 96.98 82.97
𝑅200100 3.54 3.37 0.03 2.63 96.99 82.90
𝑅300200 2.96 1.46 0.14 3.51 96.84 79.21
𝑅460300 4.23 1.48 0.17 4.98 96.78 79.52
𝑅∞460 2.31 1.23 0.17 3.52 96.76 80.65

Lag ratio 7.73 1.94 5.20 22.23 47.34 45.75

• Split dataset based on context factors: Another approach is to
split the dataset based on the context factors (e.g., AS) and
separately train models for each split. Our prediction model
would then be the union of multiple single models, i.e., one
for each combination of the values of various context fac-
tors.

Both approaches havemerits and demerits.The feature-addition
approach has the characteristic of simplification and requiring slight
modifications to the machine learning framework. Specifically, it
will train a single unified model over the dataset. The augmented
model might be less intuitive and makes it harder for game opera-
tors to visually reason about the network performance and game
quality for system design. In contrast, the split dataset approach
will generate intuitive expression by combining the context factors.
The challenge of the split approach is the “data sparseness”, i.e., as
we have more context factors to split, the available data in each
split becomes progressively sparser. Therefore, the model trained
may not have sufficient data samples to build a robust model. For-
tunately, we have two reasons to be hopeful in our system design.
First, we only split the dataset based on a few key context factors.
Second, with the booming of OMGs, we will have larger datasets
to train models and that will alleviate concerns with limited data
in each split.

We compare the improvements of model performance using the
two approaches. For this study, we use AS as the key context fac-
tor and compare the increase in performance using the feature-
addition and the split dataset approach. As shown in table 3, split-
ting based on the AS gives better improvement compared to adding
AS as a feature. In our study, we employ split dataset approach to
optimize our prediction model.

Table 3: Comparing feature-addition and split approach for
the AS context factor.

Approach MAE MSE RMSE Correlation
Single model 0.045 0.012 0.110 0.612

Feature-addition 0.041 0.010 0.105 0.658
Split 0.037 0.008 0.098 0.697

5.2 Performance Evaluation
5.2.1 Experiment Setup. We develop an event-driven simulation
platform that take users’ playing mobile game activities and relay
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Figure 8: The changes of online game sessions and users in
one day.

decisions as events to drive the experiments. We set up our experi-
ments using the collected traces and compare our design with the
other two baseline approaches.

Simulation environment: In the simulation experiment, we first
generate 3307 ASes and over 10 million basestations and 22 mil-
lionAPs according to the dataset described in Sec.3.2, amongwhich
ASes are randomly distributed. In our study, we assume that BGP
connections between ASes and game servers are relatively stable.
Thus, delays between ASes and game servers are uniformly and
randomly distributed by the interval of 0 to 150ms. The delays be-
tween APs/basestations and ASes are assigned base on the delay
distribution in our dataset, and the ”noise disturbance” is added
over time.

Relay sever: 40 relay servers are generated and randomly asso-
ciated with the 3307 ASes. We assume that the delays between
AS routers and game servers via relay servers are uniformly and
randomly distributed by the interval of 0 to 100ms, due to the high-
bandwidth connection among relay nodes.

Game session request: Fig. 8 shows the changes of online game
sessions and users in one day. Based on those changes, we conduct
simulation on game session request in one day (24 hours). For each
game session, we assign it either a basestation with the probability
of 0.6 or a AP with the probability of 0.4. The delay of a game ses-
sion should be the sum of the delays from client to AP/basestation,
from AP/basestation to AS router, and from AS router to game
server including “direct” and “relay” path. Among them, the delay
between AP/basestation and client is randomly generated from 0
to 50ms. Based on the dataset in our study, we can also build the
relationship between delay and network performance metrics in-
cluding loss rate, jitter and jump ratio, etc.

Network control: To serve the simulated request queue of game
sessions, the network control system updates game quality model
every 30 minutes. The relay selection schedule game sessions in
real time.

Baseline Approach: We compare our design with two other ap-
proaches, which are a prediction-based approach and a random
selection approach. In the prediction-based approach, logistic re-
gression model is used to make relay prediction.

5.2.2 Design Efficiency. Poor network rate: Fig. 9 demonstrates the
poor network rate of game sessions under three different approaches,
i.e., the relay strategy proposed in this paper, prediction-based strat-
egy and randomly selection strategy. Based on all game sessions
in the simulation experiment, we calculate poor network rates of
three network performance metrics, including delay, loss rate and
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Figure 9: The PNR of game sessions under three different
approaches.

jitter etc, by the three selection strategies mentioned above. As is
shown in Fig. 9, our relay selection strategy reduces poor network
rate by 30% ∼ 40% compared with the other two strategies.
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Figure 10: CDF of delay and jitter under three different ap-
proaches.

Improvement of network performance: We evaluate the network
performance under the three strategies. Fig. 10 shows the distribu-
tion of delay and jitter under three different selection approaches.
We can observe the relay selection strategy proposed in our paper
averagely reduces delay and jitter by 30%, which contributes to a
significant improvement of user experience.

6 CONCLUSION
It has become the norm for game operators to use a relay network
paradigm in their online game service. Selecting game sessions
which are relayed via CDN servers is key to provisioning a sat-
isfactory QoE. In this paper, we propose a novel data-driven ap-
proach to select relayed game sessions in online game streaming.
By conducting extensive measurements of traces from one of the
largest online mobile games in the world, we identify that game
sessions suffering from poor network performance are spread spa-
tially and temporally. Based on these measurement insights, we
design a learning-based game quality model to predict quality in
game sessions. We then formulate our objective as an optimization
problem and design a reinforce-learning-based algorithm to solve
it. Extensive experiments driven by real-world traces demonstrate
the effectiveness and and superiority of our design.
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